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Fault detection method and its application using
GAN with an encoded input

WU Xiaodong, XIONG Weili
(Key Laboratory of Advanced Process Control for Light Industry (Ministry of Education), Jiangnan University, Wuxi 214122, China)

Abstract: In a traditional fault detection method based on a generative adversarial network, random noise is used as the
generator input, which does not contain the effective information of training sets and causes unsatisfactory fault detec-
tion by the model. This paper proposes a generative adversarial network fault detection strategy using an encoded input.
By introducing an autoencoder based on minimizing the reconstruction error, a latent variable space is constructed. The
latent variable information after dimensionality reduction is used as the generator input to improve the training effect of
the generated confrontation network. Furthermore, a generator-based statistic has drawbacks such as high computational
cost and sensitivity to outliers. The Manhattan distance is calculated beginning from the encoded hidden variable of the
sample to be tested to the center of the hidden variable space of the training set. This distance is then used as a new stat-
istic for fault detection. The proposed fault detection method is used in the TE and actual coal pulverization processes.
Compared with the traditional GAN fault detection, the alarming rate of the TE process increases by 13%. The alarming
rate of all statistics in the coal pulverization process also improves considerably. The proposed statistics greatly reduce
the detection time for generators in traditional methods, which validates their effectiveness and performance.

Keywords: generative adversarial network; autoencoder; latent variable; kernel density estimation; dimensionality re-

duction; fault detection; TE process; coal pulverization process
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Fig.8 Comparison of hidden variable box plots between
normal operating conditions and partial failures of
TE process
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Fig. 9 Comparison of control plot of coal pulzerizer process
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Fig. 10 Comparison of the statistics using different generator input
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Table 3 Comparison of detection results of coal pulverizer process
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R 0.295 0.004 0.230 0.004 0.046 0.212 0 0.006
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Table4 Comparison of detection time of coal pulverizer

process
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